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Crowdsourcing x AI?

Toward Scalable Social Alt Text: Conversational Crowdsourcing
as a Tool for Refining Vision-to-Language Technology for the Blind

Elliot Salisbury,∗ Ece Kamar,+ Meredith Ringel Morris+
∗University of Southampton, +Microsoft Research

∗e.salisbury@ecs.soton.ac.uk, + {eckamar, merrie}@microsoft.com

Abstract

The access of visually impaired users to imagery in social
media is constrained by the availability of suitable alt text.
It is unknown how imperfections in emerging tools for au-
tomatic caption generation may help or hinder blind users’
understanding of social media posts with embedded imagery.
In this paper, we study how crowdsourcing can be used both
for evaluating the value provided by existing automated ap-
proaches and for enabling workflows that provide scalable
and useful alt text to blind users. Using real-time crowdsourc-
ing, we designed experiences that varied the depth of interac-
tion of the crowd in assisting visually impaired users at cap-
tion interpretation, and measured trade-offs in effectiveness,
scalability, and reusability. We show that the shortcomings
of existing AI image captioning systems frequently hinder
a user’s understanding of an image they cannot see to a de-
gree that even clarifying conversations with sighted assistants
cannot correct. Our detailed analysis of the set of clarifying
conversations collected from our studies led to the design of
experiences that can effectively assist users in a scalable way
without the need for real-time interaction. They also provide
lessons and guidelines that human captioners and the design-
ers of future iterations of AI captioning systems can use to
improve labeling of social media imagery for blind users.

Introduction
Social media is becoming pervasive in American culture; as
of 2014, 74% of online adults in the U.S. use social net-
working sites (Duggan et al. 2015). The opportunity to en-
gage with social media is an important part of social, pro-
fessional, and political life, making it important that people
who are blind or visually impaired (BVI) can access the en-
tirety of content shared in social media. For example, Twitter
has more than 313 million active users per month (Twitter
2016); Twitter is particularly popular among blind users, in
part because it evolved from a very simple, text-based inter-
face (Morris et al. 2016; Brady et al. 2013). However, em-
bedded imagery is becoming more prevalent in social me-
dia; a study of Twitter found that more than 40% of popu-
lar (retweeted) posts contained embedded multimedia as of
June 2015 (Morris et al. 2016), which constrains the accessi-
bility of the content in Twitter by BVI users. As a response,

Copyright c© 2017, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

Twitter recently began to offer limited capabilities to aug-
ment images with alternative text (a.k.a. alt text or captions)
that can be read aloud by the screen reader technology (e.g.,
JAWS, VoiceOver, Narrator, etc.) that provides computer ac-
cess to people who are BVI (Kloots 2016); however, while
no official numbers on alt text compliance for Twitter are
yet available, alt text compliance and quality on the web in
general is low (Bigham et al. 2006; Goodwin et al. 2011;
Shi 2006), and this trend is likely to be exacerbated by
quickly-created, user-generated content such as tweets.

Recently, automated approaches that combine computer
vision and natural language processing to describe image
content have emerged as a potential solution for improving
the accessibility of social media imagery for BVI users. Ex-
amples include the automatic alt text system deployed by
Facebook (Wu, Pique, and Wieland 2016) and automated
image captioning systems (Fang et al. 2015; Karpathy and
Fei-Fei 2015). Although assisting blind users is a motivating
application domain for these systems, the value these imper-
fect systems provide to BVI users is unclear. While existing
systems are tested in the lab within constrained data sets, the
performance of these systems in the context of social me-
dia (which incorporates a wide variety of professional and
casual quality imagery and covers a range of subjects and
styles) is not yet studied. The levels of detail, accuracy, or
confidence expected from BVI users may not be attainable
with current vision-to-language technologies. Unexpected
imperfections in automated system output may degrade user
trust, or may hurt users instead of helping them.

In this work, we explore ways for combining crowd in-
put and existing automated approaches to assist BVI users
in accessing social media with visual content. Our studies
focus on the following research questions: (1) What value is
provided by a state-of-the-art vision-to-language API in as-
sisting BVI users, and what are the areas for improvement?
(2) What are the trade-offs between alternative workflows
for the crowd assisting BVI users? (3) Can human-in-the-
loop workflows result in reusable content that can be shared
with other BVI users?

To study these research questions, we designed and ex-
perimented with workflows that varied the level of human
engagement and the involvement of an automated system to
better understand the requirements for creating good-quality,
scalable, automated or semi-automated alt text for BVI con-

Proceedings of the Fifth Conference on  
Human Computation and Crowdsourcing 

(HCOMP 2017)
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Abstract: Audio description (AD) often emphasises the visual elements of a film 
rather than the way these elements are presented. However, what is seen and the way it is 
shown are equally important for creating meaning in film. The term mise-en-shot refers to 
the way in which visual aspects are shown to the audience. In order to determine whether 
the stylistic elements of film created by means of mise-en-shot could influence the reception 
of audio described film, the article investigates the effect of the presence or absence in the 
AD of these elements on the immersion of a sighted audience into the fictional world. Im-
mersion is measured by means of sub-scales on character identification as well as transpor-
tation. In order to measure the effect of stylistic elements, the self-reported immersion of 
one group of sighted participants who sees a scene with the original soundtrack is compared 
to that of another sighted group who only hears the audio-described soundtrack of the scene. 
The findings suggest that although the absence of some mise-en-shot elements in the audio 
described version of the film does not influence transportation, it does influence the way in 
which a sighted audience identifies with characters in the film. It would therefore seem that 
these stylistic elements do have an important role in the immersion of audiences, which 
could have significant implications for AD.  

 
Keywords: audio description, mise-en-scène, mise-en-shot, transportation, identifica-
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1. INTRODUCTION 

 
During the past ten years, research in the field of audiovisual translation (AVT) 
as well as on the sub-field of audio description (AD) has expanded rapidly. In-
creasingly, researchers are interested in the way audiovisual translation products 
are received and processed (see, for example, Fryer and Freeman 2012, 2013; 
Fryer, Pring and Freeman 2013) as well as in how audio describers can create 
coherence in their description (see, for example, Braun 2011; Matamala and 
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Abstract
This article presents a study that tested the impact of audio description (AD) style on dimensions 
of presence (spatial presence, ecological validity, engagement, and negative effects) in blind and 
visually impaired audiences. The participants were shown two fragments of a naturalistic drama 
with two styles of description: ‘standard’ and ‘creative’. While the former followed the principle 
of objectivity, the latter was an innovative type of AD that included elements of camera work and 
subjective descriptions of the characters, their actions, and scenes crucial to the plot. The findings 
show that the emotive AD prompted higher levels of presence for all participants. Overall, the 
new AD style seemed more natural, especially to participants with recent sight loss. The results 
suggest that creative scripts may stimulate presence and thus increase the chances of AD users 
having a more immersive viewing experience.

Keywords
Accessibility, audio description, audiovisual translation, blind and visually impaired, creative 
description, presence

Introduction
By ‘translating visual images into verbal descriptions’ (Braun, 2008, p. 14), audio description (AD) 
makes audiovisual content accessible to everyone, especially people who are blind or visually 
impaired (B/VIP). The success of AD ‘depends on how the transposition of visual material into 
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ABSTRACT 
Alt text (short for “alternative text”) is descriptive text 
associated with an image in HTML and other document 
formats. Screen reader technologies speak the alt text aloud 
to people who are visually impaired. Introduced with HTML 
2.0 in 1995, the alt attribute has not evolved despite 
significant changes in technology over the past two decades. 
In light of the expanding volume, purpose, and importance 
of digital imagery, we reflect on how alt text could be 
supplemented to offer a richer experience of visual content 
to screen reader users. Our contributions include articulating 
the design space of representations of visual content for 
screen reader users, prototypes illustrating several points 
within this design space, and evaluations of several of these 
new image representations with people who are blind. We 
close by discussing the implications of our taxonomy, 
prototypes, and user study findings. 
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INTRODUCTION 
Digital imagery pervades modern life. More than a billion 
images per day are produced and uploaded to social media 
sites such as Facebook, Instagram, Flickr, Snapchat, and 
WhatsApp [9]. Beyond social media, we also encounter 
digital images within websites, apps, digital documents, and 
electronic books. Engaging with digital imagery is part of the 
fabric of participation in contemporary society, including 
education, the professions, e-commerce, civic participation, 
entertainment, and social interactions. 

Most digital images remain inaccessible to people who are 
blind. As of 2014, the World Health Organization estimates 
that 39 million people are blind, and 246 million have low 
vision [36]. People who are blind use screen reader software 

to operate their computers and mobile devices. Most major 
operating systems come with built-in screen readers that can 
be enabled in the accessibility settings (e.g., Apple’s 
VoiceOver, Google’s ChromeVox and TalkBack, 
Microsoft’s Narrator), and many people also choose to install 
third-party screen readers such as JAWS or NVDA. Screen 
readers render on-screen text as audio, and the user can 
navigate among different parts of the interface using shortcut 
keys (on a desktop or laptop computer) or gestures such as 
taps or swipes (on a tablet or smartphone).  

Screen readers cannot render an image as audio unless the 
content author has specified alternative text (also called alt 
text) for that image [35]. If no alt text is present, the screen 
reader may simply announce “image” or skip the image 
entirely; if an alt text is present, it will be read aloud. Most 
digital platforms offer a way to provide alt text, whether as a 
property that a programmer can specify when writing 
software for various operating system platforms, an HTML 
attribute when authoring a web page, or an attribute that can 
be added via a context menu when authoring various 
document types such as word processor documents and slide 
decks. In each case, the alt text consists of a descriptive 
caption in the form of a short phrase or sentence which, if 
present, is read aloud by the screen reader when it encounters 
that image. 

Alt text arose with the HTML 2.0 standard in 1995 [1, 3], 
wherein the “img” tag used to place images within HTML 
documents allowed for an “alt” attribute that specified text 
that could be rendered in the case that the image could not be 
(see the Appendix for an example). While this has come to 
be primarily used by screen readers, this property was 
originally conceived of for use in cases where the user had a 
text-based Web browser such as Lynx [lynx.browser.org/] or 
had a very slow internet connection, in which case the alt text 
could be rendered temporarily until the complete image 
managed to download [16]. 

The capabilities of computers and the volume, importance, 
and purpose of digital imagery have evolved substantially 
since 1995. The experience of consuming visual content via 
a screen reader, however, has remained frozen in time. In this 
paper, we consider how modern computing capabilities such 
as interactivity, high-fidelity audio capabilities, touch 
interaction, and real-time crowdsourcing [4] and 
friendsourcing [7] can provide a new experience of visual 
content for screen reader users. 

In this paper, we use the term “alt text” to refer to the 
information used to convey visual content to a screen reader 
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Outline

1 Challenge in video accessibility.
Scaling audio descriptions to the massive video generation rates.

2 Existing techniques.
Support the process of audio description generation.

3 Future work.
Generate high-quality AD at scale & thinking beyond audio descriptions.


